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ABSTRACT

Computed tomography (CT) guided percutaneous punctures of the liver for cancer diagnosis and therapy (e.g.
tumor biopsy, radiofrequency ablation) are well-established procedures in clinical routine. One of the main
challenges related to these interventions is the accurate placement of the needle within the lesion. Several
navigation concepts have been introduced to compensate for organ shift and deformation in real-time, yet, the
operator error remains an important factor influencing the overall accuracy of the developed systems. The aim
of this study was to investigate whether the operator error and, thus, the overall insertion error of an existing
navigation system could be further reduced by replacing the user with the medical robot Robopsy. For this
purpose, we performed navigated needle insertions in a static abdominal phantom as well as in a respiratory
liver motion simulator and compared the human operator error with the targeting error performed by the robot.
According to the results, the Robopsy driven needle insertion system is able to more accurately align the needle
and insert it along its axis compared to a human operator. Integration of the robot into the current navigation
system could thus improve targeting accuracy in clinical use.
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1. PURPOSE

Computed tomography (CT) guided percutaneous punctures of the liver for cancer diagnosis and therapy (e.g.
tumor biopsy, radiofrequency ablation) are well-established procedures in clinical routine.1–3 One of the main
challenges related to these interventions is the accurate placement of the needle within the lesion because the
liver is subject to respiratory motion.2, 4 To address this issue, several navigation systems have been introduced
which can guide the physician towards a preselected target (e.g.5–13). The overall insertion error of these systems
typically comprises (cf. Fig. 2)

1. the system error, which includes the instrument tracking error and the target registration error (TRE),
and

2. the operator error which reflects how accurately the operator can transfer a trajectory to the patient
based on a given visualization scheme.

In previous reports,14–17 we introduced a needle-based navigation concept for CT-guided punctures of the
liver. It uses a real-time deformation model to continuously estimate the position of an initially determined
target structure from a set of optically tracked fiducial needles. In our latest animal study, we obtained a mean
overall insertion error of 3.7 ± 2.3 mm, which included an operator error of 2.4 ± 2.1 mm (n = 32).16 The aim
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Figure 1. Workflow for navigated needle placement. First, the fiducial needles are inserted in the vicinity of the target.
Next, a planning computed tomography (CT) scan is acquired which is used to plan a trajectory to the target. Finally,
the image coordinate system is registered with the tracking coordinate system. During the intervention, a real-time
deformation model is used to continuously estimate the position of the target point from the current positions of the
optically tracked fiducial needles, and a navigation display (Fig. 3) supports the targeting process accordingly.

Figure 2. Sources of error contributing to the overall needle insertion error associated with the proposed navigation
approach (cf. Fig. 1).

of this study is to investigate whether the operator error and thus the overall insertion error could be further
reduced by replacing the user with a medical robot for the needle orientation and insertion. For this purpose,
we perform navigated needle insertions both in a static phantom and in a respiratory liver motion simulator and
compare the human operator error with the targeting error performed by the medical robot Robopsy.

2. MATERIALS AND METHODS

This section introduces the navigation system (section 2.1), the Robopsy system (section 2.2), the phantoms
applied in this study (section 2.3) and the experiments performed to compare the robot error with the human
operator error (section 2.4).

2.1 Needle-based navigation system

The navigation system was developed with the open-source cross-platform library The Medical Imaging Inter-
action Toolkit (MITK)18 and was introduced in detail in previous reports.14–17 It uses a real-time deformation
model to continuously estimate the position of an initially determined target structure from a set of percuta-
neously inserted fiducial needles. The workflow is shown in Fig. 1. To transfer a planned trajectory accurately
to the patient, we developed a three-stage visualization system which guides the user to the target (Fig. 3):

Tip positioning: The image generated in the first step is meant to assist the physician in finding the predeter-
mined entry point with the tip of the instrument. For this purpose, the tip of the instrument is projected
onto a plane perpendicular to the planned trajectory as shown in Fig. 3(a). The physician then has to
move the tip of the needle essentially parallel to the skin of the patient until the cross-mark representing
the projected tip and the predetermined entry point represented by the big aiming cross coincide. Guid-
ing arrows indicate the direction and distance the tip of the instrument has to be moved about the skin



surface. The third dimension is easily assessed by maintaining the needle in contact with the skin. Two
depth indicators provide additional help.

Needle alignment: Once the predetermined entry point has been found, the instrument is aligned with the
planned trajectory. For this purpose, the end of the instrument, represented by a circle, is projected onto
a plane orthogonal to the line connecting the tip of the instrument with the target point. The instrument
can be pivoted around the contact point between its tip portion and the skin without losing the entry point
until the circle has been moved to the center of the big aiming cross.

Needle insertion: In the last step, the needle is inserted into the tissue. For this purpose, a “virtual camera”
is placed into the tip of the instrument with the view direction along the axis of the instrument. The
trajectory is represented by a transparent tube, and a cross in the middle of the window helps aiming at
the target point. The position of the tip of the instrument within the tube is indicated by a polygon-shaped
structure. When the tip of the needle approaches the target point, the outer polygon (i.e., the end of the
surgery tube) and the inner polygon approach each other, and the outer polygon touches the inner polygon
just when the predetermined insertion depth is reached. This allows the user to focus the attention on the
target point and the depth indication at the same time.

(a) (b) (c)

(d) (e) (f)

Figure 3. Three-stage visualization scheme providing separate views for the steps tip positioning (a), needle alignment (b),
and needle insertion (c). In the corresponding schematic views (d,e,f), the planned trajectory is represented by a white
insertion point and a red target point.

2.2 Robopsy system

The medical robot used for this study is the Robopsy system; a telerobotic, needle guidance and insertion system
for CT-guided percutaneous interventions that has been described in detail in a previous report.19 It consists
of a lightweight, patient-mounted CT compliant robot device that can grip, orient and insert a needle or probe
into the body. The current device is a prototype made using silicon molded plastic parts, and clearances on the
order of 1 mm between parts are present. In a production molded device, the clearances would be sub-mm. The
system was designed to be controlled by a point-and-click user interface that enables a radiologist to carry out
the biopsy insertion from the radiation shielded control room. Figure 4(a) shows a schematic view of the robot
device.



In this study, the robot will not be controlled by its point-and-click interface20 but is integrated into the
needle-based navigation system discussed in section 2.1. The needle is gripped by the robot and the optical
tracking system (as opposed to CT scans) is used to provide feedback as to the needle position. The software
then calculates the commands to be sent to the robot so as to align the needle along the desired trajectory and
insert it to the appropriate depth.

(a) (b)

Figure 4. Robopsy system: Schematic view of the robot device (a) and robotic-assisted targeting in the static phantom (b).

2.3 Phantoms

Two phantoms were applied in this study: a static abdominal phantom for assessing the operator error in a
static environment and a motion simulator to assess the error in-vitro.

Static phantom: The static abdominal phantom is shown in Fig. 4(b). Is is comprised of ballistic gelatin,
which has a consistency similar to human tissue and is used for ordnance testing (Vyse Gelatin Company,
Schiller Park, IL, USA).

Motion simulator: The motion simulator was described in detail in a previous report.21 A schematic repre-
sentation is shown in Fig. 5. To use the device, it is necessary to mount an explanted human or porcine
liver to the artificial diaphragm (Fig. 6(a)). Next, the simulator is connected to a lung ventilator whose
settings control the breathing pattern. When the breathing bags are filled with air, the resulting force
acting on the diaphragm model causes a movement of the diaphragm and thus of the liver in craniocaudal
direction. When the lungs relax, elastic bands connected to the plate via two cylinders pull the diaphragm
and therewith the liver back to its original position. Optionally, a ribcage with skin can be mounted to the
patient model.

2.4 Experiments

To evaluate whether the operator error could be reduced by replacing the user with Robopsy, a set of targeting
experiments were performed in the two phantoms introduced in section 2.3. The MicronTracker 2, model H40
(Claron Technology, Inc.; Toronto, Ontario, Canada), was applied for tracking the instrument to be inserted, and
a set of (virtual) targets was defined in tracking coordinates. The navigation system introduced in section 2.1
was used to continuously compute the target position relative to the instrument. This approach allowed for
isolation of the operator error from other error sources such as the localization of the instrument in a CT scan.



Figure 5. Schematic view of individual components of the respiratory liver motion simulator. i) Box with breathing bags
and connections to lung ventilator. ii) Artificial diaphragm and construction for controlling respiratory motion. iii) Lung
cover and filling element. iv) Ribcage with skin. For a clearer illustration, some of the modules are not shown in their
original material (Plexiglas).

(a) (b)

Figure 6. Mounting of a porcine liver to the motion simulator (a) and computer-assisted needle insertion in the motion
simulator (b).

2.4.1 Static experiments

For the experiments without target motion, a total of n = 60 needle insertions (trials) were performed in
the abdominal phantom introduced in section 2.3 (30 trials with each method). The navigated placement was
conducted by three different operators with experience with the navigation system (10 trials each). The remaining
30 punctures were performed by the robot operated by an engineer who was familiar with the device.

The workflow for each human operator was as follows:

1. Initially, two navigation aids were inserted into the phantom along the craniocaudal axis (cf. Fig. 6(b)).

2. The operator chose an insertion point between the two fiducial needles on the surface of the phantom by
pointing at it with the tip of the tracked instrument.

3. The instrument was held perpendicular to the phantom surface, and 10 targets were computed on the
sphere defined by the chosen insertion point and a radius (i.e., an insertion depth) of 7 cm. The insertion
angles relative to the skin (i.e., to the surface of the phantom) were 0◦ (one target), 6◦ (three targets),
12◦ (three targets), and 18◦ (three targets).

4. For each target, the following workflow was performed:

Tip positioning: Guided by the navigation monitor, the operator placed the tip of the tracked instrument
onto the planned insertion point.



Needle alignment: Once the insertion point had been reached, the trajectory was continuously (re-)
defined as the line connecting the tip of the instrument with the (virtual) target. The operator used
the guidance monitor provided by the navigation system to align the instrument with the planned
trajectory. When the operator confirmed completion of the subtask needle alignment, the angle
between the axis of the instrument and the line connecting the target point with the tip of the
instrument was recorded as alignment accuracy.

Needle insertion: The operator inserted the instrument towards the target. Once satisfied with the
targeting accuracy, the operator confirmed completion of the subtask, and the distance of the tip of
the instrument to the target was recorded as targeting error.

Needle releasing: The needle was released, and the distance of the of the instrument to the target was
recorded again.

Correction: In order to determine if targeting errors that resulted after needle release could be corrected
for, the human operator was allowed to correct for a perceived error from the guidance interface by
re-gripping the needle and adjusting the insertion depth. After finally releasing the needle, accuracy
was recorded again.

The time required for each of the subtasks was also recorded.

Similarly, the robot was used to perform a set of 30 targeting experiments. For each pass (ten targets), the
robotic-assisted needle insertion workflow was as follows:

1. Initially, the robot was affixed to the phantom, and two navigation aids were inserted into the phantom
along the craniocaudal axis (cf. Fig. 4(b)).

2. To establish a relationship between the tracking coordinate system and the robot coordinate system, the
following calibration step was performed: The tracked instrument was used to target eight cone-shaped
holes drilled into the base of the robot (with known positions in the robot coordinate system). Next, a
rigid transformation was computed based on the least square method by Horn22 to register the robot with
the tracking coordinate system.

3. The insertion point was defined by the position of the robot, and 10 targets were defined relative to the
insertion point as described above (workflow for human operators).

4. For each target, the following workflow was conducted:

Tip positioning: The needle was gripped by the robot.

Needle alignment: The planned trajectory was continuously (re-) defined as the line connecting the
current tip position with the (virtual) target. The current needle pose and the planned trajectory
were transformed to robot coordinates, and the robot was commanded to align the needle with the
planned path. This step was repeated until no more improvements were obtained, i.e., the angle
between the needle and the trajectory could not be decreased further. The angle between the axis
of the instrument and the line connecting the target point with the tip of the instrument was then
recorded as alignment accuracy.

Needle insertion: The robot was commanded to insert the instrument towards the target based on the
previously aligned trajectory, i.e., potential deviations in the alignment during insertion were not
compensated for via optical feedback. This step was repeated until no more improvements (in terms
of insertion depth) were made. The distance of the tip of the instrument to the target was then
recorded as targeting error.

Needle releasing: Finally, the needle was released, and the accuracy was recorded again.

The time required for each of the subtasks was also recorded.



Figure 7. Illustration of the overall targeting error, the shift error, and the depth error.

For each targeting trial with the robot, the location of the needle and path was continuously recorded at a
rate of 10 Hz so that any deviations of the needle from its desired trajectory after alignment could be detected.

In all experiments, the overall targeting error was subdivided into the depth error and the shift error as
illustrated in Fig. 7.

2.4.2 In-vitro experiments

The experiment described in the previous section was then repeated in a porcine liver mounted to the motion
simulator introduced in section 2.3. This time, only one human operator conducted the targeting experiments,
i.e., a total of 20 needle insertions were performed in-vitro (10 with each method). The individual steps within
the workflow were performed in full expiration. However, to account for respiratory motion, the simulator was
activated for two breathing cycles between the steps needle alignment and needle insertion. This required minor
re-alignment immediately prior to needle insertion.

3. RESULTS

The results of our study are shown in Tab. 1 and Fig. 8. In the static experiments, the accuracy of needle
alignment was 0.2 ± 0.1◦ (n = 30) for the robot and 0.6 ± 0.2◦ (n = 30) for the human operators guided by the
navigation system. There was no significant difference in the performance of the individual human operators.
In the in-vitro liver experiments, the accuracy of needle alignment was 0.1 ± 0.1◦ (n = 10) for the robot and
0.3 ± 0.1◦ (n = 10) for the single human operator. According to Tab. 1, the overall targeting error for both sets
of experiments was better for the human operators, yet, the depth error was better in the case of the robot as
shown in Fig. 8.

The mean time required for needle alignment was 5 ± 1 s (static) and 8 ± 2 s (in-vitro) for the human
operators and 24 ± 10 s (static) and 45 ± 16 s (in-vitro) in the case of the robot. Mean duration of needle
insertion was 15 ± 3 s (static) and 20 ± 3 s (in-vitro) for the human operators while the robot achieved
42 ± 3 s (static) and 56 ± 16 s (in-vitro) on average. Correction of the needle position after release by the
human operators took 12 ± 10 s (static) and 20 ± 7 s (in-vitro) on average.

In all experiments, the needle self-retracted slightly on release after insertion and this effect was more pro-
nounced for the in-vitro experiments. This movement of the needle was considerably larger when the needle
was inserted by the human operators (cf. Fig. 8). We found that by allowing them to re-grip the needle and
insert it slightly after the initial insertion they were able to reduce this error with final mean targeting errors of
0.9 ± 0.4 mm and of 1.8 ± 0.8 mm for the static experiments and the in-vitro trials respectively.



(a) static accuracy

S1 S2 S3 S1-S3 robot
alignment error [◦]
prior to insertion 0.6 ± 0.3 0.6 ± 0.2 0.6 ± 0.2 0.6 ± 0.2 0.2 ± 0.1
targeting error [mm]
after insertion 0.8 ± 0.3 0.6 ± 0.2 0.8 ± 0.4 0.7 ± 0.3 2.3 ± 1.3
after release 1.6 ± 1.4 1.0 ± 0.5 1.0 ± 0.4 1.2 ± 0.9 2.2 ± 1.3
after correction 0.9 ± 0.3 0.7 ± 0.4 1.1 ± 0.6 0.9 ± 0.4 -

(b) in-vitro accuracy

human robot
alignment error [◦]
prior to insertion 0.3 ± 0.1 0.1 ± 0.1
targeting error [mm]
after insertion 0.7 ± 0.3 1.8 ± 1.0
after release 5.5 ± 1.0 4.3 ± 1.6
after correction 1.8 ± 0.8 -

Table 1. Targeting accuracy for the experiments in the static phantom for the individual human operators (S1,S2,S3;
n = 10 each), all human operators (S1-S3; n = 30) and the robot (n = 30) (a) and for the experiments in the motion
simulator for the human operator (S1) (n = 10) and the robot (n = 10) (b).

4. DISCUSSION

This study investigated integration of the medical robot Robopsy into an existing needle-based navigation system
for percutaneous interventions in the liver. For this purpose, navigated needle insertions were performed both
in a static phantom and in a respiratory liver motion simulator, and the human operator error was compared
with the error achieved by the medical robot. According to the results of this study, the robot performed a more
accurate alignment of the instrument with the planned trajectory, achieving an angular error of the order of
magnitude of 0.1 - 0.2◦ both in a static phantom and in-vitro. The insertion depth was also highly accurate, with
an average error of 0.01 - 0.02 mm, while the human operators obtained depth errors of the order of magnitude
of 0.1 - 0.2 mm.

With such an accurate alignment and insertion capability one would expect the overall targeting error (i.e.,
the distance between the needle tip and the virtual target after insertion) to be better for the robot; however, in
this initial study we found this not to be the case. We believe that a large portion of the error can be explained
by a slight miscalibration of the axis of the tracked instrument. The effect of this would be to lead to a shift
error after needle insertion as illustrated in Fig. 9. During the experiments, the needle was observed to rotate
about its own axis during insertion, likely as a result of a slight misalignment of the needle due to gravity when
gripped by the rollers. Unlike the robot, the human operators, who did not rotate the needle during insertion,
were not as affected by this miscalibration and so achieved a better shift error.

Another possible explanation for the larger shift for the robot was that the robot used for these experiments
was rapid prototyped using silicon molds, and thus, the plastic parts did not have the close tolerances that a
production version would have. In consequence, a reaction force on the carriage and the hoops during needle
insertion may have resulted in a slight deflection of the carriage. However, careful analysis of the continuous
positional data recorded during instrument insertion showed that only small changes of the vector defining the
axis of the needle in robot coordinates were observed during insertion. These small changes were not sufficient
to explain the shift error but may have contributed to it. In the current implementation of the robot control
software, no feedback from the tracking system was used to command the robot to update the needle angle during
insertion, and so this error could not be removed. In contrast, the human operators were able to perform minor
corrections of the angle of the instrument during insertion - at least in the phantom when the tissue provided
less resistance to needle movement.

While there was only a slight self-retraction of the needle after releasing it in the case of the gelatin phantom,
this effect was considerable after release in the case of the in-vitro liver experiments. This can be attributed to



(a) depth error, static (b) shift error, static

(c) depth error, in-vitro (d) shift error, in-vitro

Figure 8. Depth error and shift error according to Fig. 7 in the gelatin phantom (a,b) and in the motion simulator (c,d)
after needle insertion and after releasing the needle.

the following factors. First, the instrument was not anchored within the tissue after insertion. Consequently,
the elastic skin potentially pulled the needle a couple of millimeters out of the liver upon release. Second, the
instrument was re-used many times and thus possibly not sharp enough, which may have led to local deformation
of the liver that was not captured by the fiducial needles. Finally, although a relatively big needle diameter of
2 mm was chosen, the user may have bent the instrument during insertion which then resulted in the needle
angle changing after release and thus causing a shift error. Interestingly, the instrument shift after release was
considerably bigger in the case of the human operators. We attribute this to the fact that the human operator
tried to correct for alignment errors during instrument insertion and that when the needle was released, the
elastic liver tissue pulled it back, causing the needle to unbend and resulting in a shift error (cf. Fig. 8(d)).

Literature on robotic-assisted needle insertion into soft tissue is relatively sparse. A general review of robotic
systems for image-guided interventions can be found in.23, 24 The systems presented for minimally-invasive needle
insertion into abdominal organs include those introduced by Su et al.,25 Kim et al.,26 Kettenbach et al.27 and
Maurin et al.28 Several papers have been published on the accuracy of medical robots27–29 as well as on the
comparison between conventional and robotic-assisted medical interventions,25, 30 yet, integration of a medical
robot with an existing soft tissue navigation system to reduce the operator error has - to our knowledge - not
yet been investigated.

Based on our initial experience of integrating the robot with the navigation system presented in this study,
the Robopsy driven needle insertion system is able to more accurately align the needle and insert it along its
axis compared to the human operator. This was to be expected and is a known advantage of robotic systems
that have high positioning resolution. With such high angular and insertion accuracy we expect the combined
navigation and robotic system to be able to place the needle more accurately and precisely than an operator with
the navigation system alone. However, in this initial study we found that this was not the case, most probably
due to the shift error caused by a miscalibrated axis of the instrument as discussed above and some slight play



Figure 9. Illustration of the effect of a miscalibrated instrument onto the operator error, when the needle rotates about
its own axis during insertion.

in the mechanical parts due to the device being a prototype.

A major advantage of the robot is that it is attached to the patient and so any sudden movements of the
patient are compensated for passively as the device moves with the patient. Also, it does not require physical
presence of the operator in the CT room and can be used to stabilize the instrument during CT scan acquisition
even if it is not inserted deeply into the liver. However, additional hardware is required for the robot which
adds cost, and so it is important that the robot must be designed to be cost effective in order to improve
overall procedural efficiency. Another point is that the robot restricts the maximum angulation of the needle to
±30◦ from the center of the device; however, discussions with radiologists reveal that this is adequate for most
procedures as it is desirable for needle entry to be perpendicular to the skin.

The comparison between the two systems also provides insights into how the control software of the robot can
be modified. For example, when the needle was released after initial insertion, the user re-gripped and inserted
it a small amount more and was thus able to achieve a lower targeting error - something we also observed in
previous animal studies with the navigation system alone.16 We plan to modify the system to include these
features in the operation of the robot so as to achieve an improved targeting error.

In conclusion, integration of Robopsy into the existing navigation system is likely to lead to a lower operator
and thus overall targeting error in the future. The hardware and software of the robot is currently being modified
to allow for a faster insertion speed. Furthermore, better integration of the robot with the navigation system
and a reduction of the play between the plastic parts in the robot through tighter part tolerances in a production
version will further improve the performance of the system. Once optimized, the combined system will be
evaluated in a clinical setting.
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